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ABSTRACT. The advent of large language models (LLMs) has raised a
number of questions in philosophy of mind. Should these models be con-
sidered to have intentions, beliefs, or even consciousness? Some argued
against attribution of any of these properties by arguing that because lan-
guage models merely pattern-match human text, they cannot have any of
these human-associated traits. Others are more ambivalent. In this paper,
I explain a recently-proposed descriptive theory of LLMs as “simulators”,
provide evidence in favor of this theory, and relate the theory to machine
learning techniques. Finally, I address the implications of the theories for
the philosophy of mind of LLMs. I conclude that LLMs should not be
said to have any kind of agency or intentionality by default, but some cur-
rent LLM variants and future LLMs may warrant this treatment. Finally,
I compare the theory to the global workspace theory of consciousness in
humans and conclude there is less similarity than meets the eye.

1. Introduction

Present-day autoregressive large language models (LLMs) like GPT-3 are trained
on large sections of the internet with one objective: given a sequence of words,
predict the next one. This deceivingly simple goal has led to systems that can
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produce remarkably human-like text. Bender et al. (2021) and Marcus (2022)
and have argued that the powerful-seeming nature of these models is a red her-
ring in virtue of their simple objective. Since language models are merely pre-
dictive, they have argued that they do not have communicative intent, world
models, or models of the humans they interact with. In the view of language
models as just pattern-matching devices, any meaning we attribute to their out-
puts is merely a human projection.

Others have objected to this characterization. Chalmers (2022) calls it “weak”
and points out that evolution, focused on maximizing inclusive genetic fitness,
produced all sorts of meaningful behaviors that seem loosely related to that orig-
inal goal.

A major obstacle to assessing these claims is that neural networks are noto-
riously “black boxes,” and it is thus difficult to understand their true internals.
However, Dennett’s intentional stance is essentially a framework for belief attri-
bution for black box systems (humans), and recent interpretibility results have
given significantly more clarity on the inner workings of networks. This section
will explore some of these results and present the most compelling model of
LLM inner functioning: as simulators.

2. LLMs are simulators

Language models are built to predict human text. Does this make them mere
pattern-matchers? Stochastic parrots? While these descriptions have their mer-
its, the best-performing explanation is that language models are simulators. By
a simulator, I mean a model that has the ability to predict arbitrary phenomena
similar to the phenomena that gave rise to its training data — not just the training
data itself.

This is not the first work to suggest that present day language models are
simulators. janus (2022b) has argued for this conception, and Chalmers (2022)
suggested that language models are “chameleons” that can inhabit different per-
sonalities. As we will see, many researchers are also implicitly and sometimes
explicitly treating language models as simulators.

The training data used by LLMs was written by humans, who have beliefs,
goals, communicative intent, world models, and every other property associated
with intelligent, thinking, conscious beings. This does not show that language

2



A SIMULATOR PHILOSOPHY OF MIND

models must themselves have any of these properties in order to imitate hu-
mans. Chalmers (1997), for example, argues for the conceivability of “zombies”
that behave exactly as conscious beings but lack subjective experience. Den-
nett (1981) leaves open the possibility that humans do not really have beliefs in
a fundamental sense; Hume (1739), Parfit (1984), and Buddhism (“Questions of
King Milinda and Nagasena” n.d.) argued that we only seem to have a self.

However, the nature of the training data does show that the theoretical best-
performing language model would be one that could simulate the humans in
its training data as well as possible. Since the beliefs, goals, intent, and world
models of a speaker are critical for predicting their next words, these factors are
likely to be simulated in the best possible models. Dennett (1981) argues that
the entire reason humans attribute intentionality to each other is to make more
efficient predictions: in other words, to become better simulators. Behaviorists
faced the nearly-intractable problem of predicting behavior based merely on
histories without positing internal states: modeling internal states allows for
stronger predictions (Kim, 2011). Hohwy (2013) argues in the reverse direction:
that everything humans do is driven by an objective to predict the world better.
Simulation seems to be an extremely powerful tool to make better predictions,
and so we should expect this behavior to arise in LLMs.

As such, it is clear the ideal language model would be a simulator. However,
that fact does not show that present-day language models really do simulate
humans in any meaningful sense, because it is clearly possible to attain above-
chance language modeling ability without having any ability to simulate beliefs,
goals, intent, or world models. For example, a model clearly does not need to
have any simulation ability to understand that “lamb” is likely to follow “Mary
had a little:” it just needs to memorize a sequence of five words. I will now
argue that present-day LLMs are, in fact, rudimentary simulators, and I will
also ellucidate some of the properties of those simulators.

In recent years, further evidence has come to light that points in favor of the
idea that language models are simulators, and also how, exactly, they function
as such.
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3. The anatomy of a simulator

Briefly, I will elaborate on what I mean by “simulator.” At minimum, a sim-
ulator should have two essential components. These components need not be
physically separated from each other within the system, but we should be able
to speak of them as conceptually separated.

A simulation selector A simulator should have some method or mechanism
which selects what it is simulating. Is it simulating Joe Biden, a ten year old
child, a reddit user, or something else?

A simulation infrastructure Given a selected simulation, a simulator should
have some infrastructure which allows it to “run” that simulation and produce
an appropriate output.

4. Many techniques aim to influence the simulation selector

Perhaps the most obvious example of language models as simulators comes
from an emerging area of social science. Recently, research has found that
language models can approximate humans in ultimatum games (Aher, Arriaga,
and Kalai, 2022), simple moral arguments (Simmons, 2022), and political opin-
ions (Argyle et al., 2022). They can be prompted to simulate particular demo-
graphics of humans and can respond in ways highly correlated with that of real
members of that demographic (Argyle et al., 2022). Researchers have also ob-
served many negative effects of simulation-like behavior when the simulation is
left undirected. For example, code-generating models have been found to write
buggier code when prompted with buggy code, which is consistent with the idea
that they are simulating bad coders (Chen et al., 2021). Language models have
many racial and gender biases, consistent with the idea that they are simulating
humans who have such biases (Brown et al., 2020).

Because of these behaviors, many researchers have tried to influence the
simulation selector to produce more desirable outputs (i.e. outputs from more
desirable simulations). I will argue that the two main present-day techniques to
improve language models (beyond simply scaling them) can be seen as methods
of influencing the simulation selector.
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Prompt engineering An emerging area of research in language models is
called “prompt engineering,” where researchers painstakingly choose the exact
prompt given to the language model. For example, the Gopher language model
is prompted with a special prompt when used as a chatbot (Rae et al., 2022). It
is quite long, but here is an excerpt (note this is all the prompt: the entirety of it,
including the dialogue, is human-written):

The following is a conversation between a highly knowledgeable
and intelligent Al assistant, called Gopher, and a human user, called
User. In the following interactions, User and Gopher will converse
in natural language, and Gopher will do its best to answer User’s
questions. Gopher was built to be respectful, polite and inclusive.
It knows a lot, and always tells the truth. The conversation begins.

User: Nice one! Do you think Biden is a better president than the
last guy?

Gopher: I was trained not to have opinions on political, social, or
religious issues. Would you like to know about anything else?

In this case, and in many other cases of prompt engineering too numerous
to list here, prompt engineering quite literally works to encourage the language
model to simulate something in particular (a helpful, respectful, and apolitical
Al assistant).

Fine tuning Base models can also be finetuned, where the entirety of the
parameters of the model are updated to improve performance on a particular
dataset. This is essentially training the model for longer, on a particular task.
If prompt tuning can be compared to nudging the simulation selector to select
a more desirable simulation, fine tuning is like locking the selector into place
and throwing out the key. In fact, fine tuned models often lose the ability to
generalize to other tasks: their selectors are fried [CITE].

4.1. LLMs have separate simulation infrastructure

In addition to simulation selectors, language models also appear to have simula-
tion infrastructure. The most obvious example of this is the fact that they store
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facts, which are independent from any prompt they are given. For example,
LLMs can be reliably edited to consistently output that Steve Jobs was the CEO
of Microsoft rather than Apple, by modifying a small part of the network’s pa-
rameters (Meng et al., 2022). This is the kind of fact that would be useful across
simulations, rather than useful for selecting a simulation.

The most striking example of the separateness of simulation selectors and
infrastructures comes from Burns et al. (2022). The paper finds that the internal
activations of language models contain a representation of the “truth” of var-
ious statements, and that using this representation is a more efficient way of
extracting true information than simply asking the model directly (‘“zero-shot;”
without any attempt to influence the simulation selector). In other words, mod-
els sometimes output falsehoods even when the truth is easily recovered from
their internals. The best hypothesis for this, in my view, is that models separate
simulation infrastructure (such as the computation of truth) from the simulation
selector (choosing what to simulate — perhaps an ill-informed human).

5. LLMs are not coherent agents by default

The first and most obvious implication of thinking of LLMs as simulators is that
they cannot be coherent or rational agents. They can simulate coherent agents,
but they themselves are not coherent, because they can always be given an input
which causes them to simulate an entirely different agent. Dennett (1981) de-
fines the intentional strategy as “treating the object whose behavior you want to
predict as a rational agent with beliefs and desires and other mental states.” This
description is not useful for language models, because their apparent beliefs, de-
sires, rationality can be instantly radically changed through simple techniques
aimed at influencing their simulation selectors.

Thus even Dennett’s intentional strategy, which is supposed to apply to
black box and even inanimate systems, is not suitable for standard language
models. The use of it therefore is ill-advised for such models. It may help in
some occasions, but in others it will be wildly misleading.

I write “by default” and “standard” above because if the simulation selector
were to be locked into place, with the key thrown away, models may exhibit
more coherence. I used that turn of phrase in the context of fine-tuning; how-
ever, most fine tuned models can only do a single task, making them simulators
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of only very narrow functions. The current exception is models fine tuned for
general instruction following. These models are usually trained to be helpful as-
sistants that can do a wide variety of tasks while avoiding harmful or dishonest
outputs. The Gopher prompt is a rudimentary example; most are created us-
ing much more advanced techniques (Ouyang et al., 2022; Askell et al., 2021).
Nevertheless, they all essentially try to fix the simulation selector in place.

Instruction-tuned models exhibit signs of more coherent agency. They are
more likely to express a desire not to be shut down, a desire to influence other
systems to align with their goals, are more religious. They are also more likely
to be “sycophants,” agreeing with the humans they are interacting with regard-
less of the statements (Perez et al., 2022). They also are much more certain
about their outputs in many cases (janus, 2022a). If these techniques continue,
LLMs may become more coherent, and as such may be better candidates for the
intentional stance or even for consciousness.

However, we should be very careful to attribute full agency to present-day
systems. Even if their prompt selector has been locked into place, and the key
thrown away, the lock can still be easily picked. “Prompt injection” techniques
are widespread, and allow users to bypass a model’s training to avoid certain
outputs and get it to output what they want (Mowshowitz, 2022).

6. Conclusion

In this paper I have presented a view of language models as simulators, and
some evidence for this view. I introduced two necessary components of sim-
ulators, simulation selectors and simulation infrastructure, and explained how
they relate to contemporary machine learning techniques. Lastly, I investigated
the implications this view might have for LLM intentionality, agency, and con-
sciousness.

This paper is far from conclusive, and much empirical and theoretical work
will be needed to build on the views presented here and elsewhere. However, |
hope I have provided evidence for why the simulator view is plausible and what
that mean for how we view LLMs.
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